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1. Introduction

This article addresses the relation betwaen syntactic representations {at
B-structure and D-structure) &nd wmorphological representitions in "PF*. The
investigation focusses on properties of inflected verbs.

Inflected verbs constitute a potential probe into the nature of this relation,
since their +orsation #rom verd stees and inflectional affixes is gQenerally
taken as the paradiges case of a procsss precluding a direct and order
preserving sapping between B-structure and sorphalaogical structure. 8o far a
satisfactory theory of the constraints on this sapping has beern lacking. Our
goal is to elucidate their nature. An alternative view of this aapping will be
developed under which it does preserve order. We will show that when applied
to inflected verbs this vien leads to a principied account of the variation in
their properties across languages.

The forsation of inflected verbs is one of the processes argued to instantiate
head-to-head wecvesent, nasely movesent of V to INFL. Our analysis of this
process will directly bear on current conceptions of the relation between
syntactic structure and X'-principles, as in the +following assumptions #roa
Chomaky (1%784),

{1} a, Thare is head-to-hsad sovesaent in the syntax as a subcase of
Move Alpha
b. X'-principlies apply at D-structure;} not at B-structure

We will show that the correct generalizations about the behaviour of inflected
verbs can only be expresssd in a theory in which {2) and (3} hold.

{2) Inflected verbs are constituents at S-structure
(3 The effact of the esrger between verb and inflection is detarained
by principles of X'~theory

If these are correct (la) and {(1b} cannct be siaultanecusly trues.

The notion of “lavel of representation’ will play an isportant role in our
considerations. Wa will understand it essentially as it has been developad in
Chomsky (1935), henceforth LSLT. QOur use of S-structure and D-structure
representations will be standard (zee ».g9. Choasky (1981}), 4As to PF
representations, we will assuae that on the highest lavel within PF a sentencs
is reprasented as a string of sorpheaes in their surface order, including a
representation of the hierarchical structure that is phonologically motivated,
Thus, a sentence such as John_dcinks_a beer is represented as in (4a), and John

- > -

{(4) a. L[tJohn) LC{drink)ts)] [ta) (beer)ll]
b. C{(dohn) [{drank} [{a) (beer)ll

The basic elesents of this level are segaentally represented wsorphanmes. In
order to distinguish tt érom level N in LSLT (which does not reflect surface
order), we will refer to this 1level as B" (see Reuland (to appear b) for more
discussion},

Our results will be directly relevant for a debate on the relation between
D-structure and S-structure which has been going on for sbout a decade (ses
Koster (1978), Chossky (1981), and {ultor (1987)): Are they independent or is
the one derivetive of the other?” Chossky (1981) argues in favour of the
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position that D- and B-structure are indspendent levels. Choasky (1985) aoves
still farther in that direction. The debate centers on the question of whether
soveaent rules can be reduced to binding principles. X'-principles are equally
relevant for this lssue. I+ D-structure and S-structure are independent levsls
of representation, it is redundant +for X'-principles to indepsndently
characterize both., Bo, assuming that these principles apply at D-structure,
Choasky pursues the possibility that they apply only there. G&-structure, under
this conceptian, only obeys X'-principles derivatively, that is to the extent
in which they happan to he pressrved under soveaent,

The results of the present article point in the other direction., (2) and (3}
will be established on the basis of a number of typological facts which can
only be explained undar the assusption that inflected verb forss as & whole are
input to the aodule detersining the nature of projections, viz. the X° sodule
and that they are constituents at B-structure, Note that (2) and (3) could be
jointly satisfied by a theory in which inflected verbs are inserted as
D~structure constituents and preserved by the aapping to S-structure. This
would make D- and S-structures sore similar than assumsed in spproaches following
Choasky (1%¥81). However, we will see that this is not sufficient. Gosetines
S-structures must contain null-elements corresponding to a subpart of the
inflected verb., So, paradoxically, it appears that an eaffect of asoveasent,
narely the presence of a null categoery, will have to be retained, although
sovesent ¢ claimed not to have taken place. This will sotivate a wsore
thorough analysis of the relations betwsen lavels and a reassessaent of the
conditions under which espty catesgories arise. Togethar, this leads to a
theory tn which inflected verbs ars present at S~-structure, X'-principles apply
at S8-structure and (by non-redundancy) not at D-structure, and D-structure is
aore different from S-structure than is usually assumed., A discussion of what
such D-structures wsight look like would lead us too far afield. A nuaber of
considerations bearing on the status of D-structure under such a conception are
presented in Reuland (tp appear b). In the present article we will confine
ourselves to the S-structure properties of inflected verbs,

2. Correlates of the 8OV-BY0 contrast in Gersanic

Whatever the principles involved 1in the formation of infiected verbs in
Bermanic Janguages, the effects of that process differ across languages. A
characteristic property of Dutch, Frisian and Bersan 1is that they easily allow
nosinative sarked subjects in VP-internal position. This is illustrated in
(5), (3a) shows nzbutch Noninative-Dative inversion construction {(discussed in
Den Besten (1981))" and (Sb) an existential sentence.

(3) a. 1k denk dat hea deze zaken niet bekend waren
I think that his these aatters not known ware

bs Ik verbaasde a¢ dat er vesl menssn oude bosken lazen
I wonderad (syseld) that there sany men old books read

In both constructions the thesatic subject is VP-internal, since it does not
cbey the traditiona& Bubject Condition and for instance allows waf_voor-split
(Den Besten (1981).~ Existential constructions with the expletive er ‘there’
freely occur with virtually all intransitive verbs ({(both wunergative and
unaccusative, see Reuland (1985)). The samse holds true for Frisian., As (3b)
showns they are even possible with transitive verbs, Constructions of this sort
are sost easily illustrated on the basis of Dutch and Frisian, since these
languages, unlike Berman, have an overt expletive in subject position.

In addition to allowing VP-internal subjects all thres languages allow a
considerable amount of scrambling. That is, subcategorized material of the
verb, including direct objects, can occur to the left of sentence adverbs.
Thigs {s illustrated by the exasples in (4).
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(&) a. Ik zag dat Jan gisteren Marie dat boek gaf
1 saw that John vesterday Mary that book gave

b. Ik zag dat Jan Marie dat boek gisteren gaf
1 saw that John Mary that book vesterday gave

In Bersan the word nrdlr‘il aven less restricted in that objects may mave to
the left of the subject. The basic facts about scrambling are well-knewn and
have bean extensively discussed in the literature ({(Lenerz (1977), Thiersch
(1978), Haider (1984a,b), Bcherpenisse (1984}, Bennis and Hoekstra (1984), Den
Besten and Webelhuth (1987), etc,)., Ne will not repeat these discussions, but
linit ourselves to same illustrative examples where this is useful.
Notwithstanding sose restrictions which will not concern us here, the general
pattern in Dutch, Frisian and Berman is that scrambling in thess languages 1is
relatively free.

This pattern contrasts with what one ¢inds in a language like English. Here
there is none of this freedoa. The equivalent of (3a), given in (7) s
coapletely ungrassatical.

(7} ¢l think that him were not krown these satters

Although there are axistential constructions with a postverbal NP in English,
unlike in Dutch, the set of verbs allowing this construction is highly limsited,
a8 illustrated by the contrast obetween there ensusd a _riot on Mass. _Ave. and
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Nainland Bcandinavian languages side with English, rather than with Dutch in
this respect., The equivalent of (7) is wexcluded in Gwedish and the other
mainland Scandinavian languages as well. Although there are strategies to fora
existential and/or impersonal constructions, the fresdom observed in Dutch,
Frisian and German is lacking. One of the main strategies is ene in which
whatever agreenent between subject and verb there is (in fact Jjust with
participles), goes with the explative, rather than with tha postvarbal NP {(sa¢
Kech and Taraldsen (1%87) for an extensive discussion of participial
agreaaent),

Icelandic otfers a somewhat more complicated picture. The squivalent of (7) i
grassatical, However, although Icelandic shows VP-internal NPs marked
nominative, these behave as non-subjects, as is argued in Zasnen, MWaling and
Thrdinsson (1985). On the basis of & wide ranges of properties they shoy that
it is rather the non-nominative external argueent that is the subject.,” A&lso
with respect to existential sentences Icelandic appears to exhibit a less
straightforward pattern in that it allows existantial sentences with transitive
verbs. Howaver, in all casas the subject resains structurally external to the
VP, as argued in Thrdinsson (19864}, 80, the prohibition against VP-internal
subjeacts appears to be wupheld in Icelandic as in the other languages of the
Scandinavian group.

Even at this fairly crude Jevel it is legitimate to conclude that there is 2
two-way division of the Germanic languiges along the lines described, For
present purposes this is sufficient, It &hows that soae property asust de
isoclated that differentiates between Dutch, Frisian and Berman on the one hand,
and English, Icelandic, Noerwegian and Bwadish on the other.

This division correlates with another syntactic property. The languages freely
allowing VP-internal subjects are precisesly those with an 80V base order;y those
of the other group are all 8Y0., These facts can be suamarized in the following
descriptive generalization.

(A) B0V languages BVD languages

1. weak rastrictions on strong restrictions on
VP-internal Bubjects VP-internal subjects
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2. weak restrictions on strong rastrictions on
scraesbling scraabling

The VP-internal subjects concerned agres with the finite verb and have
nosinative Case. 8o, (At) indicates a connection betwesn the SOV character and
the relative sase for INFL to entertain a local vrelation with VP-internal
positions. The null hypothasis {s that this is the standard governaent
relation; i.e. in B0V languages INFL governs VP-internal positiaons. This
hypothesis will be investigated.

A full assessaent of the status of {(AR2) would raquire developing a theory of
scrambling. Doing so, would require a separate article. Nevertheless, sose
partinent conclusions can be drawn on the basis of the superficial
generalizations which can be justified here.

The observable effect of scrambling i{s that sentence adverbs eay aingle with
subcategorized material of the verb., The canonical doaain of subcategorized
saterial is the projectiaon of V. Sentence adverds sodify the proposition as a
whole) gtnce. one would wexpect theam to occur in the governing dosain of its
head, 1 . In the SV0 languages it is weasily seen that sentence adverbs,
especially |ont03ti|l operators like negation, actually do entertain a 1local
relation with I, witness the #§act that in English net cliticizes onto the
auxiliary, and that in the Bcandinavian languages its position is alsa fixed
betwaen Aux and VP (for Icelandic this is easily observable, for the eainland
Bcandinavian languages, this requires some discussion, see section 4.). This
suggests the following gensralization,

(B) NEE must bs governed by 1°

Consider next the effect of scrambling in SOV languages. As illustrated in
{6b}, scrambling in Dutch, Garman and Frisian moves an srguaent to the left,
over adverbials, including sentence adverbs. Adopting the standard view that
scrambling is an instance of adjunction, its target is either [P or VP (under
the theory in Chomsky (1985) adjunction is only to weaximal projections). As
such, the direction of movement is not specified. In the case of PPs this
gives the correct result, as they say aove sither to the left, or to the right
{so-called PP-over-V). Rightward aeovesent of NPs is cospletely excluded,
however. This pattern is illustrated in (8).

(8) a. dat Jan het boek gisteren voor Marie meegebracht heefét
that Jan the hook yesterday for Marie brought has
b. dat Jan voor Marie het boek gisteren seegebracht heeft
that Jan for Marie the book yasterday brought has
c. dat Jan het boek gisteren mmesgebracht heeft voor Marie
that Jan the book yesterday brought has for Marie
d., tdat Jan gisteren voor Marie gebracht heeft het boek
that Jan yesterday faor Marie brought has the book

Thase facts, which are well-known, indicate that some wainisal stateasent is
neaded to distinguish scraabling of NPs froa scrambling of PPs, An assusption
with the required effact is that scrambling is sensitive to governaent:

{C)  An arguaent say not scrasble out of the dosain of its governor

In BOV languages verbs govern to the left, and hence the verb occupiss the
rightmost position in its projection. Becrambling an NP to the right, adjoining
it either to IP or VP, soves it to a position whether it is not governed by the
verb. This is ruled out by (B). (B) does not restrict scrasbling of PPs,
since the governor of the argument is the preposition, which is soved along.
The upshot of (B} is that in SOV-languages NPs aay left-adjein to VP. Consider
next how this interacts with the position of negation in the SOV languages,
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Its favoured position is close to the finite verb. This is illustrated in
(91,

(9) a. 77dat Jan gisteren niet het bosk gelezen heeft
that Jan yesterday not the book read has
b. dat Jan gisteren hat bosk niet gelezen heeét
that John yesterday the book not read has

Together with (B) and (C), {(9) suggests that 1° sust be able to govern a
position well within She govearning dosain of the verb, viz, that of njet, ar,
alternativelyb that V" sust be able to govern a position well beyond a position
governad by I . (A2) indicates that there is a connection between the BOV
character of a language and these possibilities, Soth {Al} and (A2}
independently show that in 80V languages the domains of INFL and V may overlap,
whereas in the BVO languages they are strictly separated,
The issue is isportant in the light of the theoretical developsents in the last
fen years, leading to a theory in which ghrase structure properties are
projected fros lexical properties of heads, instead of being stipulated in
terans of separate phrase structure rules (Choasky (1981), Gtowell (1981))., In
bath language types the inflectional wmorpheme is realized on the verb. The
differences in the dorains assigned to INFL and V cannot be stated in teras of
different phrase structure rules. The differences are not reflected either in
the composition of the verdb forms., Their general structure is identical. What
is neeaded 1is a paramster stated in termas of inherent properties of both INFL
and V that forces the assignmsent of a domain to INFL in SV0 languages that
diftfters from ite domain in S0V languages.

The significance of the correlation is shown by the fact that it is also

cbserved in so called Nominal Infinitives (corresponding to the English
Gerunds},
This construction is characterized as follows, It hes a verbal stem as its
head, carrying an inflectional affix. This affix induces nominal properties on
the construction as a whole. In general, such constructions consist of a
verbal projection that is contained in a oprojection with at least certain
noeinal characteristics. 8Since the facts are less well-known than those
sentionad above we will give some sore illustration, see (10) and (11},

(10) a. dat vervelende stiekem stenen bij de buurman in de tuin
that annoying secretly stones with the neighbor in the garden
gooien van die kinderen moet maar sens afgelopen 12ijn
throwl(ing) of those children should come to an end

b. het constante slkaars artikelen kopisren van linguisten

the constant each other's articles copy(ing) of linguists
kost de unpiversiteit fortuinen
costs the university fortunes

(11 Toa's saliciously hunting that poor little mouse is disgusting

The nature of the contrast between the two language groups is as follows:

In the 8VD languages there is a sharp distinction between a nominal and a
verbal version of this construction. 1[If {t contains a syntactic varbdal
projection at all, this projection coeprises at laast the whole VP, In the BOV
languages the transition between nominal and verbal character is variable, The
possibilities available in Dutch can be seen in (10), One and the same
construction can have both adjectival and adverbial wscdifiers, provided that
the latter occur within the domain of the former. The agent is expressed by a
van-phrase to the right of the head, which is only allowad in canonical noainal
eupressions. The direct object occurs to the left of the head, i.e. in the
canonfcal position of the direct object in a VP, In addition its Case
requireaent is satisfied without the help of a preposition, It is posasible,
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though, for the dirsct cbject to occur to the right of the head. In that case
a preposition is required. VYet, this does nat preclude the possibility of
having other elements, including adverbs, to the leét of the head. in short,
the construction can be characterized as containing & verbal projection
eabedded in a noaminal projection (witness not only the possidbility of
adjectiva) esodification, but also the prasence of a detersiner), whers the size
of the verbal part éi' variable. The same type of variation obtains in both
Frisian and German. There is & clear conssnsus that aost of the cosbinations
found in Dutch are either hard or impossible to ¢et in English. This is
illustrated in (12).

(12) a, The aalicious hunting of (tha) poor little aice (by Tom)
b.#The malicious hunting (the) poor little sice (by Toa}
€. %The saliciously hunting of (the) poor littla aice (by Tom)
d.¢The saliciously hunting (the) poor little mice {by Tom)

The corresponding Dutch sentences are all grammatical (in the case of (12b) and
{12d) without the article on the direct object), I+ the specifier position of
the construction contains an argueent there is a bit aore fresdom. This is
illustrated in (13).

(13) a. Tom's malicious hunting of (the) eice
b.#Toa's maliciously hunting of (the) sice
€. Tom's maliciously hunting (the) mice
d.#Ton's malicious hunting (the) amice

The English facts are captured by the following descriptive generalizations I+
the oprojection of the head starts out noainal, the whole construction is
noeinaly if the projection satarts out verbal, at least the whole VP is verbail.
{14) shows some examples fros Swedish, where the division is sven sharper.

(14) a. det dar alyckliga jagandet av susen
that unfortunate hunting of mice
b.#det dir olyckligt jagandet av asusen
that unfortunately hunting of aice
(15) a. Vi betraktade Toe olyckligt jagande susen
we watched Tos unfortunately hunting mice
b.#Vi betraktade Tom olyckliga jagande ausen
unfortunately

14 there is a nominal specifier such as det_dar in (14) the whole construction
is noainal: the aodifier nmust have adjectival inflection, and the object
requires ayv, in an environsent whers the verbal variant occurs, the eodifier
aust be adverbial, and the object appears nitgout Y. The facts in the other
sainland Scandinavian languages are sisilar,” From the perspective of the
sorphealogy the facts have the appmaraence of a “sorphological bracketing
paradox" in the syntaxr although the inflection is wmorphologically realized on
the verb, it Dbehaves as if attached higher up, to a V' or VP. What is to be
explained is the fact that in the 80V languages the inflection may be construed
with all choices of V-projections (maxisal and non-maximal), whersas in the SV0
languages construal 1{is only possible with the wmaxisal and the asinissl
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V-projection., This is illustrated in {1é).

{16) a.

Spec ap [ ap/ ° NP PP

None of the proposals for affix attachment developed so far can discriminate
betwasn the B&VO and the SOV cases, because they all operate symsetrically.
Consider, for instance, how an approach based on 3 Pesetsky type of affix
novesént in the syntax {(sse Pesetsky (1983})), would derive +Froa (léa) a
structure in which the lefteost AP is adjectival, the other AP adverbial, and
the direct object realized in a van-phrase. <-en would raise and be attiached to
the projection line betwean the APs, As 2 conssquence the part of the
projection above its point of attacheent would be ‘nominal’ (assuaing =-en to
have & noainalizing effect), and the part below that opoint verbal, licensing
the higher AP as an adjective, and tha lowasr one as an adverb. The direct
object NP can reaain in situ and ba licensed by the verb, but, as one will have
to assume anyway, it can alsp undergo soveasnt to the right, OFf course, if it
attaches to a point below that of =-gn it cannot be licensed, since V does not
assign Case to the right. Howaver, i{¢ it attasches high enough, it will be
licensed since the nominal part of the projection ¢triggers vyan-insertion.
Consider now (14b), Just like in {1&s), the position betwesn the APs should be
@ possible target of attaschasnt for -ing, licensing one adjectival and one
adverbial eodifier. Like in Dutch, the NP could resain in situ and be licensed
by the verb, or be right-adjoined higher up by sove alpha. I4 it soves up high
enpugh, of-insertion will be triggered, and the object will be licensed.
Without ad-hoc adjustesnts any proposal along these lines capable of generating
all of the Dutch possibilities overgenerates for English. Notice that a
requireaent that the raising be string-vacuous would not only rule out the
intermediate attachoants, but also the attachaent between Spec and the firlt
AP, where it is needed in order to generate the grassatical cases of (13). .
The faraulation in teras of affix vraising is not essential for the arguaent.
[f the affin ts taken to be base generated high up in & position betwesen Spec
and AP, it will have to be lowered, raising the question why Dutch allows
internediate points of attacheent and English does not. The alternative
assuaption that the inflectional affix and the verb are merged by V-to-INFL
soveaent sakes no difference. That is, in teras of the present probles all
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soveasant approaches, including the one in Barrjers, are squivalent, and can
only be saved by specific stipulations. Classifying the =fng in (12a} and
(13a} as derivational and hence opaque with respect to syntactic processes, and
that in (13c) as inflectional and hence transparent, along the lines set out in
Borer (1984}, does not resclve the asysaetry either, since -en would cose out
s sometises opaque and sosstimes transparent, just like -fng) but unlike =ing,
it would also sometiass come out ac “partly” transparent, This is the sanme
asysaetry in a diféfsrent guise.

What is needed is & theory of projections and their relation to sorphology that
4llows us to derive the observed asyametries from an independently needed
parasster. S8uch a theory will be ocutlined below.

The asyasetries will be derived froa the following fact:

{0) 60V languages are head~final both in V-projections and in INFL
projectionsy in BVD languages, the position of V and INFL in
thair respective projections differs.

In 8VD languages the VP is head-initial (the head governs to the right with
respect to argueents). The I-projection is not. It is head-aedial i¢ one
considers the pglitlon with respect tg both subject and VP. With respect to the
subject alone I gqoverns to the left. S0, the contrast BVO/B0V is paralelled by
a contrast 810/801. The essential part of the asymametry is formulated in (E).

(E) V and ! have unifors governaent directions in 50V languages
but different government directions in BVD languages

This diffsrence will play & key role In our explanation of the facts,
3. A4 Theory of Projection

Fros the freedom in the 80V languages it can be deduced that universal grasamar
itself does not impose any specific division of the V-1 domain, The general
facts are compatible with no wmore than that U6 requires the V-projectio?oto be
contained in an INFL projection, This auch will be assused to be true. This
entails that for a specific language the renge of possible divisions of the V-]
doaain sust be recoverable at B-structure. Whatever the nature of the process
of inflected verb foraation, lack of uniformity of governasnt does not prevent
the process itself froa applying. It is only the effect of this process that
is influenced by (E).

Any explanation will have to aeet at least two requiresents. First, it aust
dllow the paraceter i.fixed division versus ii.varjable division of the V-1
domain to be determined. Second, only for a language of the second type, it
sust have the fresdom of gxpression needed to represent the various
possibilities. ¥We will show that a +ew sisple and general aschanisas are
sufficient for this task, provided one adopts (2) and (3), (2) and (3} ars
instances of a general oprinciple which we feel is inttially plausible. Its
intuitive content is given in (F), and it is stated more forsally in (B).

(F) PRESERVATION PRINC!FLE.(inforaalll At any lavel, the representation
of a sentence will reflect its observabla properties in sofar as
these progerties are representable at that level.

(8 PRESERVATION PRINCIPLE1 Let L ,...,L_be the set of
levels of grassatical delcrip!ion, afld let thes be ordered
actcording to epistemclogical priority in some domain (L
will for instance contain representations in teres of DAOﬂ.l,
and at the other end one will find levels such as D-structure,
or LF)., Let s, be the representation of some sentence s

at l.i and '1+l the representation of s at Li+l'
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Then as aany of the praoperties of &, are praserved at s,
as the principles of L + persit,

More precisely foruula‘o&, the last sentence readw:

Let F + (F for short) be a sapping of the set of
prinilf&o& of L, to that of L {not necessarily

a function), Lli s, be the nt’r*q 8ireeerd, and

€. be Fia ,...,Fti }o Then s is as clofe

}
tg LPLL lha princiBlon of Liitlplrait.

+1

Principle (6) is & generalization of the projection principle to relations
batween other levels., It implies that a property like constituenthood will he
preserved at a mora abstract level if it is represented at a sore concrete
level, unlilrl & principle inhersnt in tha abstract level precludes
preservation,

Preaservation of constituenthood of intlected verbs is precicaly what (2}
eNpressas. (3} introduces the principles involved in deteraining whether
praservation is peraitted.

In ordar for (6) tao acquire strong empirical content it is necassary to make
explicit what it asans for e and LI to be close. For S-structure and W" a
proposal will be formulated.

Our account will proceed along the +o0llowing lines. Inflected verbs are
wordievel constituents at M", Hence, unless socae principle intervenes, they
will be word type constituents at 8S-structure. That is, with respect to the
procgss of projection in the X’'-module of the qraemac, they have the status of
an X~ , and form the foot of a categorial projection, Inflected verbs will be
genarally characterized as two-headed. The verk stesm and the inflectional
affix wach have the lexical content enabling thea to qualify as members of a4
syntactic category, nasely Vlsnd INFL respectively, algnq the lines discussed
in Reuland (to appear a). e propose that i an X is two-hsaded in this
sense, both heads project and determine the categorial statug of the
projection, unless the principle in (N) forbids this,

{H) 1f a and b are potential heads foreing one x®°
constituent, they can sisultangously project just in case they
can form a consistent projection line; i.e. & projection line
that can be assignad a consistent position with respect to the
glenents governed by g-b

The consistency reguiresent has strong espirical consequences, because tha
grdering conditions on the terminal string are stated in terms of its phrase
structure. Its effect can be illustrated as follows. Consider first a string
of the tora (17a} with the analyses (17b) <~ (174}, wusing a eonostring
rapresentation for the phrase sarker, in the sense of Lasnik & Kupin (1977).

(17) a. n ] [x-i]
b, n ] Vo
€. N [ ] 1
d. n v
. N 1’
$. I

n and a are lexical itess (for sake of concrataness we will assuse they are
nounsl. v=i {(an inflected verh) is a serged constituent, That is,
syntactically it counts as one terainal slesent. Bince the clause has two
arguaents, the verd stea sust be transitive. n and s ars both thesatic
arquaents of the lexical stea y, and hence of the tersinal eleasnt v-i.
Representations such as (17) only asinisally differ 4rom standard tree
structures. In contradistinction to ather approaches based on covalency (ct.

Huybregts (1983) and Haegeman and Van Rieasdijk (19B86)), all structures wsithin
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the present theory are representable as single tresas, The only increase in
expressive power concerns the labelling of the nodes: & node say bear more than
one label, As a consequence of the restricted nature of this extension of tha
theory, standard notions of governaent, whether thay are based on saximality of
projections or on sinimality, carry over directly (see the Appendix for an
evaaple),

In accordance with current theory we assuse that order in phrase structure is
not stipulated by the rules byt effected by possibly language specific ordering
principles (Choasky (1981), Stowell (1981)), &o, one starts out with unordered
objects, and defines an ordering on thea on the basis of governaent properties
of the heads involved. Therefaore, with the elesents of (17), we have (18),
without order imposed.

(18) a.

[v=id}}={ n {{v=i] & )} wmtc.

{ndi{n ve
b. {nd{{a Vo}}
€. {(ndl{a 1))
de {n V'
e. (n ')
f. 1°

The following statements will derive an SOV/I ordora i, tf 0 is a VO it is to
the right of all of its argueents; ii. {if @ is an [ it is to the right of all
of its argueents (it jis irrelevant for our present purposes whether these
stateaents are primitive or derived from conditions on the assignmant of Case
ar theta~roles). Consider now the statesents needed to darive an EV/IC order
as illustrated in (19),

(19) a. n [vail ]
b. n Vo 2
C. )] 1 [ ]
d. n "N
g. N I’
f. |

#hat one would wish to express is that & verb is to the left of its arguments,
and INFL to the right of its argueents (or “to the right of its nominal
argument’, and ‘to the left of its verbal argument’ if also the VP counts as an
argumnent). However, statesasnts i°, and ii’. corretpgndinq to i. and ii.
above, do not have the required effect: 3'. if @ is a V" it is to the left of
all of its argueents; ii’". 1f & is an [ it is to the right of all of its
arguaents. v-i as 3 whole is the only possible value for & in these ordering
statesents. 60, v-i should be to the left of all of its argueents by i’'. and
to the right of its argusents by i{i’. Thess requiresents are inconsistent.
Weakening such statemants to statesents just about government direction (e.q.
by having @ only govarn to the left and only govern to the right}) leads to a
similar result., In fact, no pair of statemsnts about & can have the required
effect:s there is no @ in (1B8a) to which these properties can be consjistently
ascribed. The result obtained is a consequence of the fact that predicates of
the type 'is an X' apply to scae indepeandently given object, and any property
that goes along with being an X will also apply to that object. Nothing
pravents two predicates ‘is an X' and 'is a Y' to apply to the same object,
provided the properties that go along with betng an X and being a Y are ill
cospatible., For instance, there i{s nothing wrong with having one & that can
assign two Cases, Nosinative and Objective, However, different arder
requirsasnts necessarily Jead to inconsistency, The crucial phrase here is
‘'its arguments’, where ‘its’ refers to v-i, 1f the requireasnt that both n and
8 are arguaents of v~i is dropped, the inconsistency disappears., But dropping
this requiressnt is tantasount to splitting up the v-i toaplex. And this is in
4 nutshell what we <claia happens in the BVD languages. For wsake of
contreteness we will give an exasple wnith a (partial}) ophrase sarker for a
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finite B0V sentence bsfore continuing with the discussion of 8V0 structures.
In (20) a string of wmorphesss is given, with word boundaries indicated. The
relevant part of its phrase narker is given in (21),

(20) {(dat) {er) (iemand) (bosk-en} (]eas-t)

(21} a. dat er iesand boeken ltalt
b, dat er issand bosken V

c. dat er iesand bowkan !°
d. dat ar ieaand v’

e, dat er issand 1’

§. dat er ye

g. dat er I’

h, dat I*

and may thus receive Case in that capacity, iesand is governad by INFL and
receives Case from the latter. er is outside the domain of V and dominated by
an I-projection (it is assumad that I' allows recursion), and hence gqualifies
48 an external argumsent satisfying the extended projection principle, Notice,
we say assuae projection to be free. For instance, the presence of (21d) and
{21¢) is independently forced by the +fact that otherwise jiesand will be
external to the V-projection, and the clause would have two external
argusents. If (2ih) would read dat_V", the V" would fail to be licensed, since
thera would be no category in the structure it can be predicated of (assuming
that VPs are licensad by predicstion of soas sort),

The +¢act that subject andodircct object can caooccur inside the VP, either of
thes governad by both 1 and V, raises the question of How they can be
distinguished with respect to Case assignaent. The question as such is rather
independent of our sain arguaent, and the issues involved in the selection of a
specific eechanism will not affect the outcome. Hence, we will not go into
this matter here. For saks of coapleteness we will address this gquestion in
the Appendix.

The theory developed so far directly expresses the variability of the division
between the domains of V and INFL, and the reason why it exists. Since the
V-projection and tha I-projection have the same foot there is a shared
trajectory in their projections. ¥ithin the domain of nodes in that
trajectory, both 1 and V can act as licensers.

In order to see what happens in SV/I0 languages, consider again the abstract

structurs of (19), repeated here.
{22} n v=i »

As we saw, it is jmpossible for v and i to project simsultaneously., Given the
fact that sither of them is in principle projectable, thsre are two logical
possibilities left, Either y-i projects as [, or it projects as V. The two
options are given in (23},

(23) a. o0 [vn v-i) a
b. n [I° v-i} @
(23a) contains a verb with two arquasnts, (23b) an INFL with two argusents.
Consider now the cospletions of the phrase sarkers of (23) in (24) and (25).
24) a. n V° @
b. n v

C. ye
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(25) & n 1 B
b. n I’
- I*

Neithar (24) nor (25) are well-foraad with respect to the ordering statesents
for SVO languages given sarlier. 1f both n and a are arguaents of V, V is not
to the left of all of its arguments, 1f n is "?5 an arguaent of Vv, it cannot be
licensed. Giailar resarks apply to I in (25},

§0, whatever the 5-structure corresponding to (22), it cannot be identical to a
direct projection of the B-structure images of the slesents of that string
(422 ) (c¢. (B)), 1n arder for the ordering facts to be stateable, the
I-projection (especially its #oot), aust be separated +roa the V-prejection.
Yet, the GS-structure of (22) as such aust resain “close” to its structure at
", Wa will now make the following esgirical assusption. Biven soas sentence
8y with representations 8., s_, and s 4yt A8 defined in (B), s and s_ aay at
aost differ in that the ftrno contaiﬁl null slements where {ﬁ‘ lattgr doas
not. O0f course, any such nul]l eleasnt sust be specifically licensad. For the
present case this leads to the condition in (248).

(24) I1¥ a string of morphemes in N* is mapped to B-structure,
null sorpheass can bhe inserted anywhere in order to make a
well formed structure passible (subject to ganeral licensing
conditions)

This is equivalent to having a principle “Insert Alpha" (alpha being a
phonologically null element of an arbitrary category) as a generalization of
"Move Alpha“., Bince in the cases under considaration the reason that Insert
Alpha msust apply is that a certain projection aust have a head, insertion will
take place in the canonical head positien. Insert Alpha allows mapping (22} to
aither (27a) or (270).

{(27) a. n [1° @]l (Lo v-i)l @
b. n [ln v=il [vo el

For (27a) and (27b) the relevant ordering conditions can be stated) i. If @ in
a Vit is to the left of its argusents (v-i is a V, and only a is its
arguaent)) ii. If € is an 1, it is to the right of its argumsents (g is an I,
and it is to the right of nl,

(27a) prajects up (2Ba), and (27b) to (28b).

(26) a. G
NP/>I'
197 T~
oli uB/\up
n v/hmi \.l\n
b. 1
"T”’i>"\u
n v///::fl d)LHHHMH‘EP
t 00 Cae

i
In accordance with Reuland (1983b) and Baker (1985) the indices af the heads
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count as indices of the X° constituent containing them_  (the governsent
transparency principle). 8&o, the index of the verb stea in I c-~comsmands the
null verb, and licenses it. The structure of (28b) is virtually identical to
the type of structure assumed in the head-to-head wmovement analysis of Baker
(1985) and Chossky (1784). One way assuse that there is a chain between
Inflection and Verb, The null V aust be licensed and is subject to the ECP, in
accordance with the theory of Barriers. The differences reside in the

processes involved. Within She Barriers approach the null verb and the fact
that it can be licensed by [~ raesult 4roa apveaent. In the prasent approach,
the null verdb is inserted by an inﬂopandont process. The antecedent it
requires is provided by the saterial in 1™ (by fres indexing).

Structures like (288) :annos be accossndated just on the basis of head-to~head
soveaent. MNoving 1 anto ¥ would invelve downgrading; thus, the 'antecedent’
cannot govern the 1, violating ECP., -850, the existence of etructures like
{28a) will imply that licensing need not be based on chains formatien,

In the next section it will be shown that structures like (2B8a) are in fact
realized. The type of licensing condition needed will also cover (28b), The
eapirical advantage of the present approach is that it predicts this option and
accounts for the licensing of the null heads under both options,

4, Variation among 5VD Languagest A Licansing Asymsetry

There is an interesting split within the ciass of Germanic SVO languages. I[ts
existence can only be explained if both options that are predicted to exist on
the basis of (23}, nasely (27) and {(28), are indeed realized, and finite verd
forss may have the syntactic status of V in soae and of INFL in other
languages.

It is well-known that there are differencas in word order betwsan the
*aainland" Scandinavian languages (such as Swedish, Norwegian and QRanish) on
the ane hand and the *insular*® Scandinavian language Icelandic on the other
(also English -fits into this and patterns with the eainland languages).
Faroers, the secand “insular® Scandinavian )language, has both the Icelandic and
the "mainland" Bcandinavian word order (Platzack ((984). Historicalily, the
asinland word order is an innovation, esince 0id Swedish and Old Danish pattern
with Icelandic (see Platzack (1987a, 1988)).

The wvariation invelves both root and subordinate clauses. Qur gresent
investigation concerns on the relation between verb &nd inflection in their
canonical positions, and has littie to say about V-second phenomena. As a
consequence, we will prisarily addigis word order in subordinate clauses, in
fact focussing on the unsarked cases.

In the aainland Bcandinavian languages, sentence adverbials precede the finite
verb and other verb fores in subordinate clauses. In lIcelandic subordinate
clauses, sentence adverbs are situated to the right of the finite verb but to
the left of any nonfinite verb forss. For an outline of the Swadish facts see
for instance Platzack {(19Bé&), or Holaberg (1984). #fn outline of the Icelandic
facts is given by Thrdinsson (198é6a,b) (and the references cited there)., The
relevant patterns are illustrated in (29) and (30).

(29) a. &1, Jag vet att han inte kommer (Swedish}
I know that he not coaes
ii., ®Jag vet att han komner inte
I know that he coses not
b. i. ... at han ikke kgbte bogen {Danish}
«s+ that he not bought the book
ii. #,.. at han kgbte ikke bogen
vse that he boughtn not the book
€. i+ +vo at Jon aldri kjdper boker {Norwaegian)
veo that John naver buys books
it. #... at Jon kigper aldri boker
«1« that John buys never books
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(30) a. i. Hann vissi af dg var oft & felandi (Icelandic)

he knew that ] was often in Iceland

it. #Hann vissi ad &y oft var & Islandi
he knew that [ often was in Iceland

1ii. Hann vissi a® &g sun oft kosa til Reykjav{kur
he knew that ] will often come to Reykjavik

b. »s. at Budz ord kan sy vers } honos {Dld Swedish)

seo that Bod's word can not be in his

Another difference between Jcelandic and for instance Swedish resides in the
possibility to scramble VP constituents.

In Icelandic a direct or indirect object can scrasble over ,a sentence
adverbial, just in case the clause contains only a ¢inite verb, Scrambling
over a (nonfinite) verb fora is prohibited,

In Ewedish, on the other hand, cosplements cannot be scrasbled over sentence
adverbs.

The Icelandic +acts are illustrated in (31) and (32), their Bwadish
counterparts in (33) and (34},

(31) a. Hann vissi ad Skuli aun oft segja Sveini sogu {Icelandic)
he knew that Bkuli will often tell Sveini story
b. #Hann vissi a& Skuli aun Sveini oft segja sogu
he knew that Skuli will Sveini often tell story
C. #Hann vissi ad SBkuli sun segja Sveini oft stgu
he knew that Skuli will tell Sveini often story

(32) Hann vissi ad Skuli sagdi Sveini oft sdgu (Icelandic)
he knew that Bkuli teld Sveini often story

{33) a. Jag vet att han aldrig ska stoppa smbret i fickan (Ewedish)
1 know that he never will put the butter in the pocket
b. #Jag vet att han sedret aldrig ska stoppa i fickan
1 know that he the butter never will put in the pocket
€. #Jag vet att han ska stoppa smoret aldrig i fickan
1 know that he will put the butter never in the pocket

(34) a. Jag vet att han aldrig stoppar saoret i fickan (Bwadish)
I know that he never puts the butter in the pocket
b. 8Jag vet att han satret aldrip stoppar i fickan
I know that he the butter never puts in the pocket
c. #Jag vet att han stoppar sedret aldrig i fickan
1 know that he puts the butter naver in the pockst

8o, sumearizing again, in Bwedish subordinate clauses the santence adverd is to
the left, and the cospleaents resain to the right of the verd (and the
adverbials). 1In lcelandic this generalization applies when the clause contains
a non-finite verb, not when it contains just & finite verb.

The facts raise two related questions, namely what is the syntactic position
occupied by the finite verb, and what is the position occupied by the adverb,
The null hypothesis is that the privilege of occurrence of adverbials follows
fron the same principles in the two language types. Accounting for such
positional diffsrences by phrase structure rules assigning different base
positions to adverbials is essentially stipulative, and probably even
iapossible under a theory that requires ordering statements to be derived. Our
proposal will coee very close to saying that the type of structure which
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Thrfinllun (1984al claims to hold for lcelandic, in fact helds for Bcandinavian
languages in gQeneral. Me will clate that Matnland and Insular languages have
the sase canonical V and canonical INFL positions. Aleso sentence adverbials
are assigned the same position throughout, namely between the V and the INFL
positions, This identical base structure captures the siailarities and it
provides the basis for an explanation of the asysaetries that exist. [1¢ the
base structures are identical one cannct adopt a V-to-INFL rule, since that
would obliterate the very distinctions that have to be accounted for. Instead
we will adopt the ¢ollowing paraseter involving the syntactic status of lexical
1tens:

(1 In Ewedish, finite and non-finite verbs are syntactically Vs,
occupying the head position of the VP in Icelandic, non-finite
varbs are also Vs occurring in the haad position of VP, but finite
verbs are syntactically ssmbers of the category INFL, occupying the
head position of IP.

Together with tha principle allowing insertion of null heads and the conditions
under which these are licensed, this paraseter enables us to account for the
di¢ferences in scrambling possibilities and for the difference in the position
of adverbs relative to the finite verb. Biven this paraseter Icelandic
realizes the option (2Bb}, repeated as (35b) (with the position of an optional
adverd added)., The ¢inite verb form identifies the null verb <érom the [INFL
position (by free coindexing, one may assuame). Since it governs the espty verb
a cthain is formed., This has the effect that the V-projection and the c-coanand
domain of INFL (=I') become non-distinct, That is, the #Finite verb in [ and
the null V will not be separated by a barrier, and a scraabled NP (a
pseudo-operator) in between will be in the domain of verbal eaterial as
required. So, in accorﬂagci with our earlier discussion scrambling is
facilitated (see alse Thrainsson (19Bba), Platzack {19B7a), and Kosaeijer
(1987)).,

Swedish realizes the option (28a), repeated as (33a) (also with the position of
an optienal adverb added),

(35) a. 1
---‘-‘""l'
18 —vp)

\U
/’/Q“j;,ﬁ‘\hﬁﬁhkﬁﬁ
vﬂ
n 0, (Adv) Lv iﬂfli] LI EE

i

b. I

P/o\l '
I
(VP)
\(w .
HH“&FP
v
| /\
%

I:vi infll (Adv)
In (2Ba/383a) the licensing relation does not obtain directly between 1% and the
inflectional saterial on the verb, since Shil nagcrial daoes not c-comeand 1.
As a consequence, chain formation between 1 and vV is impossible. Rather, the
lexical features of the inflectional material will project up along with that

.l..'l...'l
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of the other saterial of the verb, and will be represented at the VP-pode (even
if it does not project with a separate category label). We msake the standard
assuaption that the identification requirsasnt on null elesents in a satter of
Jexical featurest an eleament aeust have lexical features in order to play a
syntactic role. For identification the local presence of a carrier of the
necessary content is sufficient. The VP governs and so tcunSlfiei the null I,
Thus, the ECP will be satisfied. However, between VP and 1 no chain can be
forned, given their different bar levels, 6a, ths status of the VP will not be
affected. No serger between the V and [ domains will ensue., Specifically,
aoving an NP to a position to the left of the finite verb seans moving it out
of the verbal domain, and vieclating tha licensing condition on
paesudo-operators. As a conssquence, scrasbling is ruled out. o, the
explanation of the contrast between Swedish and Icelandic with respect to
scrambling follows froms the structural asyssetry between (2Ba) and (28b).

As to tha principle qoverning the position of the adverbs, their position
follows if one assuaes that advarbs aodify categories with the syntactic
featyre [(+V] (see Kosawijer (1987)). Projections of INFL lack that feature
(Reuland {(1986)). 1n Swedish, an adverdb to the left of the finite verb, can
be construsd as a sister of a verbal projection {(still being to the right of
the null INFL position, as indicated in (35a)), and hence be licensed as a
modifier of Shat projection, 1In Icelandic, however, the finite verb is taken
to be an 1. Biven the right-hrlncginq character of that oprojection, any
position within IP to the left of 1 can only be construed ae having an
I-projection for a sister. 8o, being required to modify projections with the
feature (+V), adverbs cannot be licensed thers. Hence, their canonical
position i{s to the right of the verh, where they can be construed with a
V-projection, as illustrated in (35b), Becauss non-~finite verb foras are Vs,
the adverd eay occur to the left of these, also in lcelandic.

We conclude that the paraseter that finite verbs project up as V in Swedish and
the languages patterning like it, and as INFL in Icelandic, together with the
theoretical considerations givan, provides a perspicuous picture of the basic
word order differance among Bcandinavian languages and offci, axplanations that
are unavailable to an approach based on V-to-INFL sovemsnt,

We will see now how this picture carries over to English. In Barriers it is
claiagd that finite verbs in English result from V to INFL sovepent, Within
the prasent termns this would amsount to claiming that in English the finite varbd
‘is an® INFL like in Icelandic. However, English, clearly is not 1like
Icelandic in the relevant respects. Rathar, we take English to be like Swedish
in that the finite verb always projects as V. However, unlike GSwedish, English
developed a set of lexical items that canonically realize INFL, namely the
auxiliaries, including an slesent do that serves as an alloeorph of the finite
null-inflection (see Reuland (1984b). The relation between dg and the null
inflection is comparable to that between a lexical pronoun and saall pro in
languages with pro~drop. One finds dgo in a position where the null INFL cannot
be identified, that is when INFL has soved to Coap, and whan it is & target for
cliticization of not. Bince generally cliticization tolsu}§ eleasnts apperars
to be impossible, this requires no special stipulation.” '

e have shown that the present approach provides a principled explanatien for
the variation in word order within & class of languages. The variation has
been shown to rodusl to ‘E‘ asyssetry betwsen a licensing relation that allows
chain forsation (1 and V') and one that does not since it invalves elements of
different bar levels (1° and VP). Hence thase phanossna support our theoretical
position., We have not provided an explanation of what deteraines the choice of
the language learner for projecting (22) to (23a) or (23b). VYet, what is found
is not free variation among speakers, but a consistent parameter setting within
a4 language. The available svidence suggests that the paraseter satting is
related to the pro-drop parasater. The lanquages in which the inflected verd
itself has no proparties of INFL (mainland EBcandinavian, English}) are all
strictly non-pro-~drop. The idea that there is a connection of that sort is
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supportad by the conclusions reached in Platzack (1987a, 1988). Platzack
investigates a nuaber of structural differences between SBcandinavian languages,
and also arrives at a basic distinction between Insular and HMainland
Bcandinavian languages. He relates the differences he observed to the presence
or absance of agreement on the verbal inflection. Icelandic, Old Swedish and
Cld Danish have both person and nusber agresaent in the verbal inflection. In
the “sainiland® Scandinavian languages both types of agreesent have deen ]ost.
Platzack (1988) explains the dual status of Faroers by saying that this
language is in an intarsediates stage with respect to 1losing agreeamt
features., The verbal inflection in Farcers has already lost its person
agreesent, but nuaber agreeaent is still there. This issediately suggests that
the strength of the agreesent bears on the categorial status of the inflected
verb. In Icelandic, Old EBwadish and 0ld Danish agreement is strong and hence
the finite verb of the category INFL, whareas in the sodern ‘“asainland’
Scandinavian languages and English the finite verd is of the category V, given
the weak agreessent (see also Koseeijer (1987)), Faroers is *in between®, and
hence bhoth options are aviblable. yielding both the Icelandic and the sainland
Scandinavian word orders,

3. Variation in Noainal Infinitives

From this aexcursion into language paraacters, we return to nominal
infinitives, They provide another instance of a null eleasnt that is
necessitated by the impoasibility of a joint projection, and which shows itselé
by inducing a specific licensing requiresent,

Our initial discussion of nominal infinitives did not provide a detailed
analysis of their structure. For one thing, the nature of the relation betwesn
the nosinal and the inflectional character of the affix was left open.

The crucial +#act is that the nominal character of ’'Nominal Infinitives’' is
dependent on the pressnce of a deterainer in Dutch., This can be shown by the
contrasts in (34) and (37).

(36) a. dat afschuwelijke dieren pesten (van Karel) is ssn schandaal
that terrible animals harassing (of Karal) is & scandal
b. dat afschuwelijke pesten van dieren is een schandaal
of aniaals
(37) a. dieren pesten (#van Karel) is ean schandaal
animals harassing (#of Karel) is a scandal
b.#7pesten van dieren is san schandaal
€. afschuwelijk dieren pesten in een schandaal
terribly animals harassing is & scandal

1f there is no deterainer, the presence of a post-head direct nbject with vap
leads to a significant decrease in acceptability. An agent cannot be expressed
at all by a van-phrase. 1If an agent is axpressed, it sust be done with a
dogr-phrase (as in dieren_gesten _dgor/#van Karel soet voorkosgn _worden ‘anisals
harassing by Karel aust be precluded’. The ecdifier in (37c) cannot have an
adjectival, wide-scope {interpretation, but only a narrow scape adverbial
interpratation. §o the ssntence only expresses that terrible fores of
harrassaent should stop, This contrast shows that for this construction type
the properties of having the axternal gramsar of an NP (such as being_an
argueent, or reguiring_a Case _position), and of having the internal grasear of
an NP, are not parallsl. However, this is nothing special, since in general
these properties are not parallel. Coap and INFL. quite generally share with
nouns the property of being capable to head an arguaent (sees Reuland (198éa)
for discussion of the relation between category assignaant and external
gransar), but their projections do not have the internal organization of Noun
projections. The fact that an internal nominal structure correlates with the
presence of a detersiner shows that such a structure aust seet an independent
licensing reaquiresent. This turns a potential problem for our analysis into a
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virtys,

The basis of the analysis is that the verbal stes &nd the inflectional affin
project up sisultaneously in tha S0V languages. However, insofar as the affix
has noainal properties that are associated with the category N this is
problesatic, since N and V/INFL cannot merge under the present theory: N is to
the lett of its conplenents (or aedial in its projection, if Spac is taken inteo
account), V/I are to the right of their comsplesents. Hence, in the cases uader
consideration & null nominal hsad sust be inserted in the sapping from N* to
B-structure. This is just like in SVO languages the ¢V and I projections aust
be separated by insarting a null INFL ar V. This null elesent sust be licensed.
We will propose that this null nominal head is identical to the variable in sat
expressions, essentially adopting the analysis of the internal structure of NPs
developed in MHigginbotham (1983). So, the structure of the NP the_man is as
given in {38},

-{38) [thnu san (x)1}

In ordinary NPs such a variable can be licensed in two ways, either by the
presence of a deteraminer, or by the phi-features of the head noun. There is no
reason to assucse that the verb/inflection cosplex in nominal infinitives
intrinsically carries phi-features. §o, under the null-hypothesis, the
deterainer is the only possible licenser in nominal infinitives, hence
abligatory. The E-structure of an expression like (3%9) is then as given |in
(40},

(3%) dat constante stisken stenen gooien

(40) a., dat constante stiwkes stenen goofen x
b. dat constante stiekan stenen gogiln N
c. dat constante stigkes stensn I «x
d. dat constante stiekea stensn V° x
2. dat conatante stiskaas v’ x
f. dat constante stieken O X
g. dat caonstante | Ed
h. dat constante N’
i. dat N'
J. NP

The counterpart of the licensing structure of (3B) is given in (41},
(41) tdat“ aea 1% (x)]

Ga, ths correlation batween the presence of a deterainer and the noainal
character of the canstruction is explained. I® in (41) plays a role stailar to
that of the noun in (38), namely that of the predicate of a4 aset expression.
The doaain of I aarks off that part of the construction that can be licensed as
such.

Bussarizing, the properties of nosinal infinitives in & language, and the
anount of variation they allow result from two interacting factors:

1} The possible cut off points for the set predicate that is derived froa the
projection of a verbal stem

2) The conditions under which the null nominal head can be licensed.

For sach ?f thase factors the pressnt analysis provides a straightforward
lccount.2

Notice, that the contrast betwesen the two types of noainal infinitives is not
only outside the range of a head-~to-head moveaent approach on an exglanatery
level, but also on & descriptive level. There is no independently given
position to which the affix, or the verb steam could wsove. Even under that
approach such a position would have to be created by sose insertion process.
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Hence, the part of our approach that depanos on the existence of null heads
that do not originate fron acveaent, is independently justified,

We conclude that thae theory aust contsin & gensral aechaniam inserting null
elanents along the lines developed. OFf course, this is nothing new, given the
generally accepted aption of having base inserted nuli elesents like seall pro
and big PRO. Bo, no process is invoked that was not already pressnt in ths
theory as it existed,

The theory about the relation batween K" and E-structure based on (6) (H) and
t26) leads to a conceptual simplification of ths relation bet!!on lavels of
description, and to correct predictions about language variattion,

7. AppendiniA Nots on Case Marking

In §-structures where V and [ have asrged, subject and object are not
guaranteed to be in the domain of a different Case sssigner) yet, in structures
with both a subject and a direct object the subject has to get the nominative.
Hence the standard rules for assigning nominative and objective Case given in
(i) no longer appear to give tha correct result,

(i) &, NP has nominative Case iff governad by INFL/Tense
b. NP has objective Case iff govarned by V
-arg?
In laenen, Maling & Thrainsson (1985) alternative conditions on Case assignient
are presented. These authors 1ink Case assignasnt to certain formal properties
of & theta-hierarchy on the one hand angd the prasence of foraal licensers on
the other. So, aven when an object and a subject are both governsd by I, the
role ot the suybjact will be higher an the theta-hierarchy) hence it will get
noninative first. The claiss in the main body of the present article are
compatible with that proposal, hence for present purposes it could be adopted.
Yet we think an alternative approach is worth daveloping. The reason is that
the theta-related approach can only be upheld at the cost of vioclating Burzio's
generalization. . We will illustrate the relevant facts on the basis of Dutch,
but similar effects are observable in Frisian (less clearly in German duw to
the absence of expletives)., The point is that in Dutch, &s observed wearlier,
the formation ot sentences with er/’'there’ as an expletive subject is highly
unrestricted, Such ssntences are not only possible with zijn 'be’ or ergative
verbs, but also with agentive and transitive verbs, §o, one +inds sentences
with both a VP-internal subject and an object. This is illustrated in (ii).

{it) 4, {(ik denk) dat er iemand in de tuin is
(I think) that there soegone in the garden is
b, {tk denk) dat er iemand aankomt
(1 think) that there soaesone arrives
¢, (lk denk) dat er iwsmand telefonsert
(I think) that thers soaepns telephones
d. (ik denk) dat er iesand bosken gepakt heeft
{I think) that there sossone books taken has

As noted sarlier, in all of these cases the subject occurs VP-internally (see
Dan Besten (1982)°'s arguament on wat _voor~splity see also Reuland (1983)). For

——

sake of concretensss we represent the general structure assused for Dutch in
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(iti).
{i1i) 1P
/
Spec P/’
et V7l
L a7 M

In all of the cases of (ii) er is in Spec. In the ergative cases {(iia) and
(iib) the subject is in the position of =»--, It is govarned by verb and
inflection, 1t gets its theta-role directly under strict sisterhood érom the
verb, and nominative Case under governsent by Inflection, The [(Spec, IP]
position (=[NP, §}) must be ix non-theamatic {(otherwise, it could not contain an
expletive)., It is dethesatized under Burzio's generalization, because the
verbal material governs an NP but does not assign objective Case to any NP.

In the wunergative case (iic), the subject is taken to be in the position of
thte, We will oropose it is actually in [Spec, VYP]. Assuaing a strict
condition of sisterhood, & subject in ++++ cannot receive its theta-role
directly from the verb, And conversely, an agentive theta-role can only be
assigned to an argument that is in a sense external. B0, the V' inherits the
agent role, and it is the V' that assigns it to the subject, Again, the {Spec,
IP) must be nen-thasatic, and it is nonthematic by Burzio's generalization: the
verd governs ++++ (they are dosminated by the same maximal projections), and
does not assign objective Case to any NP, Since ++++ jg also Qoverned by
Inflection, it will raceive nominative Case as required tand exhibit
igreeaent).

The crucial case is (iid). We observe that the subject is in the pasition o+
++++, and the direct object in ~~~-, Agreement goes with the subject and so
the noninativs Case Bust be quaranteed to go there. But both positions are
governed by V and [ indiscriainately (no maxieal projection intervenes!}.
Hence, giver the rules in (i) correct Case assignment cannot be guaranteed.
Quite apart from this prablem, some assumption aust be wrong, however. Notice,
that also in {(iid) the structural subject position eust be non-thematic, since
it is occupied by an expletive, But by Burzio’'s generalization it cannot bs,
since under (i) the verb would assign objective Case {(to either BU ar DD}, That
is, Qiven the assumption that the verb assigns objective Case, the construction
cannot exist in the first place, GSince it does, the Case assigned by the verbd
cannot be objectiva. As the DO has Case, we arae led to the hypothesis that it
sust be possible +or the verb to assign some other, non-structural Case toc the
Do,

There are independent considerations supporting this clais. As iz well-know#n
the subject in er-constructions is subject to an indefiniteness requirement
(see e.qg. 8Safir (1982) and various articles in Reuland & Ter MNeulen (1987)).
In transitive er~constructions the DO aust be indefinite too. This restriction
does not +follow from any of the considerations proposed so far for the
rastriction on the subject,

Balletti (1988) has clained that indefiniteness requirssents ars associated
with the preasence of partitive Case., It is sufficient to account for the facts
she describes to be derived, if instead of the notion of a ‘ertitivn Case’,
the notion of & non-structurally assigned Case is invoked. There is other
evidence supporting that claim. The D0 in er-sentences only allows a
non-gpecific interpretation, In Reuland (1988) it is shown that non-specific
DGs cannot eove the way specific DOs do. In the line of Kayne {19Bi) this
tould suggest that the trace they leave is not Case narked, that is, they do
not bear structural case. o

For present purposes the hypothesis that V may assign a non-structural Case is
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latter notion to theta-role assignment by the VP. S0, A{(-~~)>T means that the VP
assigns the cospowitional theta-rgl! of the verb structurally to the
VP-axtaernal arqusent position, iff V assigns its Case structurally te the DO,
This leaves opsn the possibility for the compositional/agentive theta-role of
the verb to be assigned to the sister of V', as is necessary anyway to account
for the theta-role of iemand in (iid). The presence of a non-specific
indefinite DD has now been reconciled with the non-thematic character of the
(NP,IP] since it bears non-structural Case,

The resainder of the account is now fairly trivial. 6oing back to (iii) one
first observes that the EU has to be in ++++ for theta-reasons, since it oust
get the agent role compositionally from V', Therefore the DO aust be in )
This fixes the positions. By Burzio‘s generslization, the Case assigned by V

cennot be structursl. Hence, it will be assigned under adjacency, that is,
anly to ===, I¢ tga subject in gr-sentences could be specific, onm aight
simply assume that [~ assigns nominative to the subject under govarnaent, As
satters stand, this is not sufficient, since the 6U too is non-specific and
henca will require non-structural Case. However, non-structurai assignment of
nosinative Case can be accounted for on the assumption that the BU is in
[(Bpec,VP), parhaps ane should sisply say ‘13 lospec-9011tion'. Adccording to
current theory the subject 18 coindexad with V /1 by Spec-head agreezent (they
are ane node, and hence equally nlCClllibl!). In fact, there is a real
agreaaent ralation between SU and I, Thus, it this agreeaent which transeits
nominative case and licenses the SY.

Bo, the <crucial factor deteraining Case assignaent when SU and DO are in the
sare doamain is that this configuration nakes it impossible for the DD to
receive objective Case on the basis of (i).

When SU and DD are in different domains as in standard transitive sentences, no
special problems arise. The structure can bs given as (iv}.

tiv) CP
a

spec— ’>:
c e

</
B0 1 /vP

D;>\ 1°/¢®

The 5U will receive its theta-role conpositionally from the VP, since the 0D
receives objective Case structurally. The BU is not governad by 1, since a
aaxima]l projection (VP) intervenes. Instead it receives noainative Case froa
Cozp, as has been argued by Den Besten in his classical (1977), Assusming Comp
carries Tense fmatures, any of the proposais that IP is not a barrier for
gaovernaent, is sufficient (notice that ainisality will not prevent C from
governing the 8U, since the V/I cOIQICB is hiddan under the VP),

Tha pressnt viaw entails that both | and C° are potential assigners of
nsltnctigc Case. To derive the correct raaultl it is sufficient to assume that
1" and C° form a chain, which results in C" carrying Tense ¥oat8ros. The chain
has one Case to assign., It will be llliﬂﬂis by the head (=C"} in case it
governs an argument, otherwise by the foot (=17},

Sumaarizing, any case with a VP-sxternal argument position is standard, with
the subject receiving neosinative Case from Cosp. Any case with a VP-internsl
subject and no DD is also standard, with the subject receiving Case from I,
khen the sentence contains a direct object and a VP-internal subject, a ainimal
assuspption is nesded in order to account for the cosbination at all, namely
that the DO receives non-structura) Case. This assuaption is sufficient to
guarantee that the subject and the direct object actually get the Case they
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aust get.
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¢. Footnotes

* We are grateful to Jan Koster for his helpful comments.

1. That is, can tha representation of a sentence at one jevel be read off its
repressntation at the other?

2. See also Koster (1978)
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of aatters do you think were knawn to his',

4, In fact, in BGerman the word order is superficially so free that it triggered
& whole configurationality debate (Haider (1984a,b), see also BEcherpenisse
(1984).,

5. As for instance in (i),

{it E tel konunginum hata verid gefnar ambattir
1 belisve the-king (D)} have been given (f.pl) slaves
1 believe the king to have been given slaves

Herea the dative king is claimed to be the subject, rather than the noainative
slaves.

4. For instance as in (i) and (ii).

(1) a. dat oanhgldendie’ jeijen op auzen (Frisian)
b. dat oanhaldendi{e) muzen jeijen
that constant{ly) hunting mice
(ii} a. das fortwahrend(e) mit Babeln Muscheln essen (Serman)
b. das fortwihrendie) mit Gadeln essen von Muscheln
that constant with forks sussels eat(ing)

7. In Icelandic the construction appears not to exist,

8. The differance between (13) and (12) follows from the fact that a full VP
will have to assign a theta-role, {12¢) does not contain an argueent to
recejive it, but (13c) does

?. This issue is independent of various questions recently raised concerning
the status of the subject, such as whether the position it occupies is ([(Spec,
IP1, whether it is base generated in its B-8tructure position, or agved there,
etc.d gince all approaches agree that it is governed in a position to the left
of 1.

10. In fact, given the theory of categories developed in Reuland (198éa) this
requires no special stipulation.

11, Jan Koster (p.c.) observes that (6) is weaker than the projection
principle, since the tatter preserves structurs, whersas (6) does not. There
is a way in which nevertheless the projection principle say be derived free the
preservation grinciple. 1t could be suggested that the notion of
episteaological priority be relativized to domains, for instance forsal (sound)
structure and conceptual (seaning! structure. That &s, concepts can be taken
to be santal entities that oeust be accessed by the language facuilty, and hence
loevels nmay differ as to whether they reflect that structure directly or
indirectly. S0, & level that only indirectly reflects formal structure, and



hence is low on the scale with respect to such structure, msay well directly
reflect conceptual structure and hence be high on the scale in that domain.
The projection principle then holds true for those (intermediate) levels at
which sutficiantly sany proparties of both dosains can be stated,

12, The basic intuition behind this is perhaps not very differsnt froe one of
the claims in Di Sciullo &k Williams (1987}, namely that the ward acts as a gate
by which lexical propertiss are sade available in the syntax,

13, It is assyaed that inflectional affixes may give rise to doubly headed
projections, whereas derivational affixes cannot, The contrast between
inflection and derivation consists in that inflectional affixes have lexical
content and are amenable to cosmpositional interpretation. &iven the theory of
syntactic categories in Reuland (198éa), having lexical content is a necassary
requiresent for category scesbership. Derivational aé#fixes do not have the
necessary content, and hence de¢ not stand in the ’‘is a’ relation to any
"syntactic predicate, With respect to the syntax they are syncategoresatic.
OGne say follow Di Sciullo & Williams (1987) in assuming that they are licensed
by composition. It is their syncategorematicity which sakes it impossible for
the stes they are construed with to project. For instance, in Dutch there is a
contrast betwesn the affix ~en involved in the formation of nosinal infinitives
and the affix-ing involved in the <{orsation of action nominals. 5o, we have
dat __boeken_lezen ‘that books read, ,', but #de__bosken_ _lezing ‘the books
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reading’ but gg_lggggg_ggg_g;g_ggggbﬂf‘the reading of those books'. Hance, the
Butch Y(V-ing) forms do not contain a syntactically visible V-projection, since
-ing is not syntactically analyzabls. Notice, that this contrast does not
follow from the type of sechaniss proposed by Di  Sciulla & Williams, In both
constructions the stem lez~ would be the V-head of the whole word and in both
cases the atfix is right-peripheral. 6o, also if gne adopts their coanalysis
approach, one will need a property distinguishing -en froe =-ing in order to
prevent a coanalyzed structures with a syntactic verb being incorrectly assigned

it e S b e e

14. (24) and 25) also violate the requiressnts of the theory of categaorial
structure developed in Reuland (1986a), which we will be assuming. For reasons
given there, if v-i projects up as & V, the strutture will require an
occurrence of INFL to head the ensuing predication. If v=i projects as an
INFL, the structure will have to contain a predicate. This will be discussed
in soae more detail in Reuland (to appear b),

15, It should be realized that the full range of facts is quite cosplex. An
understanding of that complexity, however, requires a picture of the basic
di¢terences that is as simple as possible. An additional problea is that often
diféerences in the structures assumed in the discussions of the apecific
languages are hard to evaluate. Comparing for instance the structures which
Thedinsson (1986b) assigns to lcelandic with the structures for Swedish given
in Platzack (19B4), it ssens alaost impossible to isolate a sisple paraceter
accounting for the difference in the canonical position of the finite verb in
the two languages. In what follows we will show that a sisple parasster can in
fact be forsulated.

16. This option is subject to conditions, Nonspecific indefinite objects
cannot undergo scrasbling., 1If a sentence contains btoth an indirect object and
a4 direct object, it is only the indirect abject which can scramble with the
sentence adverbial. Non-specificity also constrains wmsoveaent of direct {and
indirect) objects in Dutch, It is explained in Reuland (1988), and need not be
discussed here. For the other restriction we have no explanation available,

17. There may be soss coaplications to this picture if V-second phenomena are
brought into it, but these do not necessitate essential changes (ses the naxt
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note).

18, In fact, this proﬁibitiun itself probably follows ¢rom the condition on
identification in that the position of the null hsad becomes inaccessible.

19. The best approach te V-2 in Swedish probably gqoes aJong the +following
lines, V-2 is triggered by the fact that the lexical inflectional aaterial
should have scope over the predication of the sentence. Note, this is a
requiresent associated with certain lexical material realized as INFL, not with
the category INFL as such. 14 this lexical material is realized within an INFL
category, it moves fros that position (with pied piping of any other aaterial
contained 1in that category’. I¢ it is realized within a word with the
categorial status of V, it can move frosa that position, also taking any other
naterial along. 8o, in Swedish, this material will sove to Comp +¢rom the
V-position, and in [celandic +from the INFL position (in cases where such
sovesant can be argued). Since Coamp ia & head-position c-commanding INFL, the
“infilectional material in the +inite verb can now license the INFL directly,
without eediation aof the VP, This say be responsible for the fact that Swadish
sain clauses allow a certain amount of scraabling, since there is some
scraabling of weak pronouns, but not of full NPs (see Holaberg (198é4}). At
this point we have nothing to say about the reasons for this distinction.

In English moveasnt of the finite materjal from the V-position must be blocked,
with novesent of inflectional asaterial #rom the INFL position the only option,
triggering do-support, For a discussion of conditions that may be involved,
see Ppllack {(1987).

20, 80 far, we have not endeavoured to extend this aproach to Rosance
languages. Observe, however, that even French (in which the finite verb does
appear in the INFL position (see Esonde (1977), Pollock (1987)) allows a
certain aaount of expletive drop (Pollock (1983)). Further discussion of
Romance languages will have to wait for another occasion,

21. To account for the occurrence of van-phrases as postposed direct objects
one may proceed as follows, The NP is moved rightward by aove alpha, leaving a
trace from which it inherits its theta-role. Unlike what happens in a purely
verbal/inflectional structure ({(where an NP cannot receive Case, and hence is
not licensed in post-head position), rightward weovessnt is <followed by
van-insertion triggered by the N°' containing 1", A slightly different
alternative is, that the NP is $irst moved leftward, outside the immediate
domain of V, into that of I, and then gostposed. The latter process reduces
the nuaber of barriers to be crossad in one step. At this point, we will leave
open the question which of these options is to be preferred, I+ the
construction contains both en indirect and a direct object, the direct object
cannat be postposed without the indirect object, ae noted in Van Haatten et
al. {1985). They explain this on the basis of Kayne's small clause analysis
of such constructions) we will follow this proposal.

22. For & detailed discussion of the conceptual illull invalved the reader is
referred to Reuland (to appear bl.

23. Thers ara independent probleas with the specific notion of partitive Case
as Belletti develops it, since depending on the language ‘partitive’ may shom
up as accusative, nosinative, dative, genitive, and even partitive. In
Finnish, which has a aorphological partitive, one would even have to say that
not all aorpholaogical partitives are <functional opartitives, while sose
sorphological accusative/nominatives are functionally partitives, All these
problems are obviated if it is not the Case itself, but the aeode of Case
assigneent which ts involved with the indefinitensss requireaent.



